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young and old, urban and rural, for all communities across the UK - particularly
places that have too often felt neglected or ignored by Westminster.

We believe in an optimistic conservatism that is truly national - one that
recognises the value of markets, supported by a streamlined state that is active
not absent. We are unapologetic about standing up to vested interests, putting
power closer to people, and supporting the hardworking and aspirational.

We do so by developing practical policies grounded in evidence. Our team has
worked at high levels across Westminster and Whitehall. We know how to produce
big ideas that resonate with policymakers, the media and the wider public. We
work closely with policymakers of all parties to build coalitions of support. Most
importantly, we engage ordinary people across the country and work with them to
make our ideas a reality.
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Executive
summary

The Generative Al Revolution



Artificial Intelligence will be the transformational technology of our generation. In
recent months the pace of change has accelerated, with the phenomenon of
generative Al creating new applications that have exploded out of Silicon Valley
and into the UK national consciousness.

A song that used Al to clone the voices of Drake and The Weeknd secured 15
million TikTok views before being hurriedly pulled from platforms. OpenAl's GPT-
4, a Large Language Model (LLM), has performed better than 90% of American
high schoolers across exams in nearly every subject. Google and Stanford
researchers created a “mini-Westworld” where characters demonstrated
“believable individual and emergent social behaviours”. Training compute has
grown by a factor of 10 billion since 2010, and in the first three months of this year
S11 billion has been invested in reaching Artificial General Intelligence (AGI), more
than the previous ten years combined. The exponential rate of progress is
therefore set to continue: the Generative Al revolution has only just begun.

While Al has landed squarely in the public debate through ChatGPT, the
implications for policy and politics have yet to be fully recognised.

Al presents an enormous economic and geostrategic opportunity

A recent Goldman Sachs report predicts that over the next ten years, the
productivity benefits of generative Al alone will create S1.5 trillion of value. The
scale of benefits in the UK will be driven by two trends:

1. Rapid adoption: ChatGPT garnered 100 million users in two months,
compared to 30 months for Instagram, 55 for Spotify, and 70 for Uber.

2. Boosting worker productivity: A recent MIT paper found using LLMs
reduced the time taken for professional writing tasks by 40% while
improving quality. This productivity increase will also be felt in more
advanced fields where the UK has a comparative advantage. DeepMind’s
AlphaFold predicted the 3D structure of almost every known protein, a
task that was thought to take decades of human labour

Given the potential of Al, international governments are already placing Al
leadership at the centre of their geopolitical strategies. The UK’s Integrated
Review in 2021 stated that “in the years ahead, the countries which establish a
leading role in critical and emerging technologies will be at the forefront of global
leadership”. But other countries are pulling ahead - the vast majority of recent Al
advancements in LLMs have been driven by a few Silicon Valley-based Al labs with
employees in the hundreds. The USA and China are gearing up for a technological
battle for Al supremacy and the EU is seeking to lead on Al regulation. The UK has
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an opportunity to carve out a niche, shaping global standards and leading
multilateral initiatives on Al safety. Google DeepMind, based in London, gives the
UK a seat at the table.

Al will cause shocks to our labour market

Every wave of technological progress has generated fears, often unfounded, of
rising unemployment. But this time the warnings should be heeded. For the first
time technology looks set to automate cognitive functions and creativity, turning
the traditional model of automating routine tasks on its head.

Al could cause superstar effects on steroids: Taylor Swift might profit from
millions of personalised songs being created by Als using her voice, or a high flying
corporate lawyer could scale her productivity with effectively unlimited interns at
her fingertips. White collar jobs - like the paralegals or graphic designers who
make up a disproportionate amount of the UK workforce, particularly in London -
could be automated partly or wholly out of existence. Research by OpenAl
estimates that 19% of workers will have at least 50% of their tasks impacted while
Goldman Sachs forecast 300 million jobs will be exposed. If the technology
reaches AGI, where Al systems can perform any intellectual task that humans can,
these numbers will multiply and the value of human labour will be limited.

The UK may also face macroeconomic shocks. Just as China’s introduction to the
global trading system in the 1990s brought downward pressure on inflation,
generative Al will bring down cost curves and prices for services. The structure of
the LLM market and where economic value is reaped, including whether models
become commoditised, will determine the impact on price levels and the
necessary policy response. Downward pressure on prices may bring down short
term interest rates, but much higher longer term interest rates may be needed if
we move towards AGI. Markets are not currently pricing this in but the latest
Metaculus forecast suggests AGI will be developed by 2032.

Al will create risks for our shared future

Arecent letter signed by Elon Musk and Stuart Russell called for a six month pause
in Al developments to address the issue of “alignment” - ensuring that Al systems
act in accordance with human values and goals. In a recent survey of Al experts
the median respondent estimated a 5% chance of Al posing an existential risk to
humanity. The public is in agreement - polling by the Centre for the Governance
of Al showed the majority of the public believe Al requires careful management.
This is a global problem and coordination issues mean that multilateral solutions
are essential - UK leadership will be required.
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These three areas - capitalising on the economic and geostrategic opportunity,
managing the labour market and macroeconomic shocks, and navigating the risks
around Al safety and alignment - should guide the UK policy debate.

So what is to be done? The Government has already taken a number of steps in the
right direction. The Chancellor allocated £900 million at the last Budget for a new
exascale supercomputer and the Prime Minister announced £100 million for a new
Foundational Model Taskforce. The International Tech Strategy included Al as a
priority technology and committed to initiate an international dialogue on Al risks.
And the Al white paper set out a pro innovation approach to regulation. But the
Government should go further and faster:

o Capitalising on the economic and geostrategic opportunity of generative
Al means making the UK the home of Al labs, researchers, and consumer-
facing applications and encouraging adoption. The Government should
develop sovereign LLM capabilities - "GB GPT" - to improve the security of
critical technology and support the diffusion of productivity benefits
throughout the economy and public services. An Al fellowship programme
should be launched to build expertise in the heart of government,
alongside a bolstered incentive package to attract Al experts and
entrepreneurs to the UK. And increased access to compute and a reformed
IP regime can make the UK the best place to build and train foundational
models.

e Managing the labour market and macroeconomic shocks from Al will
require early preparation for a potentially rapid transition. HM Treasury
should prepare measures to shift the burden of tax from labour to capital
in the medium term, and consider lessons from previous labour market
disruptions such as the rapid rise of globalisation in the 1990s. The
Department for Education should overhaul its insight capabilities, ramp up
its retraining offer, and incentivise the supply of high level STEM skills.

e Limiting Al safety risks requires multilateral solutions and leading these
efforts should be one of the UK's highest foreign policy objectives. Solving
Al alignment issues will become one of the most critical questions of our
age and it is in humanity’s collective interest that we develop solutions.
The Government should launch a UK Evaluations Framework, harnessing
our academic and industry expertise to set standards the world will use.
Regulators should monitor and better distribute compute access to
support alignment research. And a single regulator should be created to
ensure this work does not fall through the cracks - the Office for
Foundational Models (OFFOM).
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Table of recommendations

Challenges

Recommendations

1. Capitalising on the
economic and
geopolitical
opportunities of
generative Al

1.1 The Government should build a UK sovereign LLM: “GB GPT”

1.2 The Government should set up a UK Al Fellowship to improve artificial
intelligence policymaking

1.3 The Government should create a new incentive package for Al experts to
come to the UK and broaden the High Potential Individual (HPI) visa

1.4 The Government should extend the exception for Text and Data Mining
(TDM) to allow it for any purpose but include an opt-out for content holders

1.5 The Government should increase access to compute beyond the
commitments made at the Budget

2. Managing the
economic shocks of
generative Al

2.1 HM Treasury should start preparing for a potential shift in the burden of
taxation from labour to capital in the medium term

2.2 The Government should help workers to train in the skills of tomorrow
through more accurate skills forecasting, an expanded retraining offer, and
more high level STEM qualifications

3. Limiting generative
Al safety risks

3.1 The Government should create a UK Evaluations Framework to shape
how Al systems are built and assessed

3.2 The Government should monitor and better distribute compute access

3.3 The Government should create a centralised UK Al regulator with
oversight over foundational Al: the Office for Foundational Models (OFFOM)
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Generative Al

Where are we now?

The Generative Al Revolut ion



Rapid advances in generative Al and LLMs in recent months have caught the
attention of researchers, policymakers, and the general public. Feats which would
have been seen as science fiction a few years ago such as Als composing sonnets,
writing creative essays or carrying out coherent conversations are now
commonplace. With progress being made at an exponential rate, new capabilities
are being developed every week.

While Als writing poetry is impressive, it's LLM’s abilities across a range of
intellectual and professional tasks that offers the greatest transformative effects
on society. When ChatGPT came out in November 2022, it recorded a close to
average score for the US Law School Admission Test (LSAT) and performed in the
top third of SAT-takers for both reading & writing and mathematics.! By March
2023, with the release of GPT-4, these abilities were vastly superseded. GPT-4
performs at the 88th percentile on the LSAT and in the top decile for the SATs.

Figure 1: Exam results (ordered by GPT-3.5 performance)
Source: GPT-4 Technical Report, OpenAl, 27" March 2023
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These are not cherry-picked results: as shown in Figure 1, GPT-4 can perform
better than 90% of American high-schoolers in a vast range of subjects ranging
from environmental science to US history.?

There have also been significant developments in generative Al imaging.
Midjourney, an Al image generation platform, has seen an astonishing amount of
technological progress coming from just an eleven person team?. As the images
below show, Midjourney has improved drastically since the first iteration came out
in March 2022 with a new update being made every three months on average.*

Figure 2: Midjourney images, from March 2022, at three month intervals
Source: Midjourney

PROMPT:

PIZZA SLICE WITH
PEPPERONI AND DRIPPING CHEESE,
FOOD PHOTOGRAPHY,
STUDIO LIGHTING,
PROFESSIONAL PHOTOGRAPHY,
STOCK IMAGE

Progress in Al development, building on applications like ChatGPT and
Midjourney, has been rapid. In just one month since the release of GTP-4 in March
2023, the following projects have been announced:

e In what MIT Professor Phillip Isola described as a “phase transition in
science”,® a team from Google Brain managed to use generative Al models
to improve the performance of other Al models.®

e Generative Al models have been used to create agents which can fulfil
complex tasks by themselves, including by creating sub-agents where
necessary to complete sub-tasks. Although these are in very preliminary
stages of development, AutoGPT already has more GitHub stars than
PyTorch, an important machine learning framework created by Meta that
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was developed over six years ago, highlighting the degree of research
interest.’

e In what has been referred to as a “mini-Westworld”,® researchers from
Stanford and Google created a ‘society’ of generative Al agents with
memories and the ability to reflect on plans.®

e Progress in extending successes of generative Al in language and imagery
to music and video has continued, with an Al-generated Drake song
garnering 15 million views and an Al-created video of Harry Potter
characters wearing Balenciaga going viral on YouTube and TikTok. 1

The rapid state of progress is likely to continue. In a DeepMind study, a range of
LLMs were trained in order to understand how performance on a vast array of
metrics from coding challenges to mathematical puzzles improve as the size of an
Al model increases.”” The size of an Al model is usually measured in two quantities;
the amount of parameters used by the model and the number of tokens or the
quantity of data used. Increasing either of these increases how much computation
is required to train a model.

The scaling laws derived in the study suggest increased Al capabilities will follow
as the amount of compute used increases. And the amount of compute used has
been increasing at a tremendous pace. Research by Epoch shows training
compute, the computational resource used to train an LLM, has grown by a factor
of 10 billion since 2010, with a doubling rate of every five to six months. This
demand for compute has been met as much through design innovations - first the
introduction of GPUs, and more recently designs optimised for Al like TPUs - as
from raw increases in the number of transistors per chip. The demand for
compute is set to grow. Estimates of major Al labs' investment decisions suggest
that spending on compute alone is likely to increase by a factor of 100 over the
next five years. If we continue to see increased chip efficiency and algorithmic
progress, this tentatively suggests that model progress may continue at a similar
exponential rate in the short to medium term. Innovations in chip designs will be
essential here, and the UK has an important role with ARM and Graphcore
amongst others headquartered here.

Larger models and increased compute will also have environmental impacts.
Researchers studying the dangers of LLMs found that training a large neural
language model can emit 284 tonnes of carbon dioxide equivalent. For reference a
human being is responsible for five tonnes a year. As models become more
complex to train, firms will need to start moving to 'green compute' to limit the
environmental damage. This could include using highly efficient chips or data
centres to minimise carbon emissions. Without significant efforts to reduce the
energy required, Al advances will make it more difficult to meet emission
reduction targets and become incompatible with climate objectives.”
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Figure 3: Computation used to train notable artificial intelligence systems
Source: Our World in Data, July 2 1950- March 15 2023¢
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Who is behind the rapid advances in Generative Al?

US firms have driven recent Al advances and are leading the world in Al
development, building on years of technical research in labs and academia. The
main race is between OpenAl, a Silicon Valley start-up, and Alphabet which has
recently released its own generative Al services. OpenAl was founded in 2016 and
was originally co-chaired by now-CEO Sam Altman and Elon Musk as a non-profit,
to ensure safety concerns were not compromised by profit motives. It since
transitioned in 2019 into a capped for-profit“ which has helped it raise $10 billion
from Microsoft who also give it access to their Azure computing infrastructure. It
is OpenAl that has led the early race in generative Al, with ChatGTP garnering
over 100 million users in its first two months.”

While Google’s launch of their Bard model was comparatively unsuccessful, their
research capability means they are the primary challenger to OpenAl. This is
reflected in Figure 3 below which shows that Google Brain and DeepMind
combined had more scientists that published at NeurIPS, the premier Al
conference, in 2020 than the rest of the other top-10 industry labs combined. The
competition from OpenAl however, has led to Google management issuing a “code
red” internally given fears that it is losing the Al race. This has led to the creation

2 Computation is measured in total petaFLOP, which is 1015 floating-point operations
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of Google DeepMind, a new combined unit of Google Brain and DeepMind brought
together to accelerate progress in AL Although Google DeepMind is US owned, it
will be headquartered in London, and provides the UK with a world leading Al lab
on its shores.

Figure 4: Number of authors in NeurIPS 2020
Source: Notebook for comprehensive analysis of authors, organisations, and
countries of ICML 2020 papers, Dustin Tran analysis.”
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Behind OpenAl and Google there are a wave of start-ups that are increasing
compute spending and capabilities. Of these Anthropic, a Californian start-up
which Alphabet owns a 10% stake of, is at the forefront and has recently acquired
tens of thousands of GPUs to speed up progress.”® Cohere also recently began
talks to raise funding at a valuation of over $6 billion'® and has built its own version
of LLMs.

The most interesting new challenger may be Elon Musk’s X.Al which was
established to compete with OpenAl, % although the new company’s plans haven't
yet been articulated. In imaging, Stability Al (based in the UK) has taken a
different approach focussing on building open sourced models such as Stable
Diffusion to enable access for developers and general users. While there are only
a handful of firms that have commercialised generative Al services up to now, this
will likely change in the near term. AGI companies have received more investment
in the first 3 months of 2023 than in the entirety of 2022 - more than $11 billion.?
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Figure 5: Increase in cumulative investmentinto AGl research
Source: lan Hogarth, Financial Times, April 2023
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Given the rate of progress, policymakers can’t afford to simply react to each wave
of Al breakthrough. Instead, policy needs to be preemptive - identifying the trends
that will accelerate in the coming months and years. We are still early on in an
exponential process that will continue to create increasingly transformational
technologies. The consequences, opportunities and risks to the UK from this
process are addressed in the following sections.
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Generative Al presents enormous opportunities for the UK economy. As with
many technological transitions, the challenge will be to harness the benefits of
change while managing and mitigating any negative impacts. But what might
generative Al mean for how we work? How quickly will it be adopted? And how
might these micro impacts reflect on our macroeconomic variables?

Productivity and Growth

The UK's recent economic stagnation, characterised by sluggish growth rates and
declining real wages, can be largely attributed to its weak productivity growth.
Labour productivity has grown by just 0.4% a year in the 12 years following the
financial crisis.? Many solutions have been proposed to address this productivity
decline, but none hold the potential for immediate and substantial impact quite
like generative Al.

A recent Goldman Sachs report predicts that over the next ten years, the
productivity benefits of generative Al alone will create $1.5 trillion of value across
the world in the baseline scenario®. The UK, with its disproportionate share of
high-skilled services, is particularly primed to benefit. As such, the UK’s
performance should at least be on par with the US. If that occurs then in the
optimistic modelled scenario the productivity benefits from Al alone could lead to
greater productivity growth in the UK over the next decade than total productivity
growth combined over the previous five years.* This forecast therefore
underscores the transformative power of generative Al in the context of the UK's
productivity puzzle.

Figure 6: Effect of Al adoption on annual labour productivity growth, 10-year
adoption period
Source: Goldman Sachs Global Investment Research, March 2023
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Share of households using specific

Generative Al will have a significant impact on productivity and growth for two
reasons. First, rapid adoption. The widespread adoption of previous
transformative technologies such as electricity and the internet took considerable
time. Electricity took decades to become ubiquitous® and even computers
required years to have a measurable impact on the economy. As Robert Solow
remarked in 1987, “You can see the computer age everywhere but in the
productivity statistics.” 2 But technologies have typically diffused quicker in
recent decades, as Figure 7 shows.

Figure 7: Adoption speeds of new technologies over time, 1951 - 2016
Source: World Economic Forum/Visual Capitalist, 2019
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The landscape for generative Al adoption appears to be even faster than more
recent technologies. ChatGPT gained 100 million users faster than any other
application in history as shown in figure 8 below. This is partly due to the
accessibility and usability of the technology - very little prior knowledge is
required to experiment with ChatGPT, which has been instrumental in its
widespread takeoff. A survey by YouGov in the USA in January 2023, when
ChatGPT was still very new, found 35% of over 65s had either used ChatGPT or
seen text generated by someone else using it.?’

The rapid adoption is not limited to individual users; businesses and governments
are also recognising the opportunities. Major corporations such as Bain &
Company have entered into deals with OpenAl to use generative Al in their
strategy consulting business,* while companies like Expedia have integrated
ChatGPT through plug-ins,* allowing customers to book entire trips by simply
stating their preferences. Even the Icelandic government is utilising generative Al
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in an effort to preserve its language, by collaborating with GPT-4 to create a
model able to respond in Icelandic.°

Figure 8: How long it took different apps to hit 100 million monthly users
Source: UBS, Al Business, Yahoo Finance, February 2023
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The second reason generative Al will significantly impact growth is its effects on
labour enhancement and R&D. This means that Al reduces the limitations on our
national productive capacity by making the traditional factors of production less
of a limiting factor on output. Generative Al can augment human capital, helping
workers make better informed decisions, optimise processes, and remove
mundane tasks. This is reflected in a recent MIT paper conducting experiments in
mid-level professional writing tasks. Output rose significantly: the time taken per
task dropped by 40%. And the quality of writing also improved. Workers were able
to spend more time on idea generation and editing instead of rough-drafting.*
Productivity improvements have similarly been found in real world settings. A year
long study by MIT and Stanford researchers found that Al tools increased workers
productivity by 14% on average at a Fortune 500 firm. Using Al models enabled the
customer service workers to decrease chat handling times, increase chat
resolutions per hour and increase customer satisfaction. Evidence is starting to
build that generative Al will deliver tangible productivity improvements when
implemented well.

Generative Al can also help workers make better informed decisions by providing
data-driven insights and offering solutions. As a result, companies can significantly
improve their efficiency. This is reflected in a recent randomised controlled trial at
a telemarketing company where salespeople with Al assistance managed to double
customer purchases®. The increase in productivity levels is made all the more
significant by the fact that this experiment occurred prior to the introduction of
ChatGPT and is therefore at least two jumps in Al model progress behind the
current capability.
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It's not just automation of basic tasks that is driving the productivity increase
either. In the same telemarketing experiment, customer support providers were
particularly helped when faced with the most creative and challenging questions
in which they were 133% more likely to be successful. The evidence suggests there
will be productivity enhancements across a wide array of tasks.

As the UK's economy becomes increasingly knowledge-driven, the importance of
R&D for productivity growth will increase. Generative Al can significantly expedite
the R&D process by automating complex tasks, analysing vast datasets, and
predicting potential outcomes. Al has been particularly useful in biological
research after DeepMind’s AlphaFold predicted the 3-D structure of almost every
known protein, a task that was predicted to take decades of human labour.

This, alongside other related breakthroughs, has led Dr David Baker from the
Institute for Protein Design to estimate that the pace of innovation in his field to
be 10 times higher now than 18 months ago.** These breakthroughs in fundamental
research have also been mirrored with progress in actual drug development - the
co-founder of Insilico Medicine, a Hong-Kong based biotech firm, Alex
Zhavoronkov says that while it usually takes four years for a new drug to get to
clinical development this is already achievable “in under 18 months, at a fraction of
the cost” due to AI**. This acceleration of R&D efforts can result in a quicker rate of
technological progress, which in turn can boost long term productivity and trend
growth.

The combination of rapid and wide scale adoption, along with significant human
capital enhancement means that generative Al has the potential to significantly
upgrade the UK’s productivity and growth outlook.

Case study 1: Software Engineering

The role of software engineers has traditionally been to act as translators, bridging
the gap between human-generated requests and machine-understandable
commands. By employing programming languages, engineers provide a middle
ground between natural and machine languages. Recent developments in Al have
enabled humans to specify goals while computers build neural networks, systems
of interconnected nodes inspired by how the human brain functions, to achieve
them. Although humans cannot fully understand neural networks, they can
observe the objectives and resulting behaviour. Even with the continued use of
traditional programming, Al will significantly enhance engineer productivity.
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In the near future, Al systems may be capable of perfectly understanding natural
language requests and generating functional software, potentially rendering
traditional engineers almost obsolete. Some experts predict this shift could occur
within a decade, resulting in a 95% decline in demand for software engineers®.

In the interim, LLMs like ChatGPT can generate code, albeit often with
inefficiencies or errors. By searching for the most common answers from the
internet and giving extra weight to those found in fine-tuning data or with positive
human feedback, this approach will initially struggle to generate truly original
software and may replicate common mistakes. However, ChatGPT can still reduce
the time engineers spend searching for solutions online and serve as a valuable
brainstorming tool.

Despite these limitations, Al tools like GitHub Copilot, built on OpenAl Codex® will
significantly boost software engineers' productivity. By integrating into software
development environments, Copilot predicts and suggests code based on natural
language comments, improves code readability and efficiency, and assists in
debugging code through Al chat. Perfect debugging could quadruple productivity,
as engineers spend 75% of their time on this task®. A study by Kalliamvakou (2023)
indicates that Copilot already increases developer productivity by 127%,* a figure
likely to grow as OpenAl Codex improves and Copilot fine-tunes on more correct
answers. Other applications, such as Mintlify¢, can add documentation to code for
better user comprehension.

Even with the advent of tools like Copilot and Mintlify, AlphaCode has already
demonstrated the ability to generate complex algorithms from natural language
prompts at a competitive level. However, DeepMind engineers caution that the
transition from competitive programming to commercial software development
will pose challenges.

Rapid productivity increases will make high-quality software services increasingly
accessible to even small firms and individuals, potentially providing a significant
growth effect across the industry and driving demand. The impact on software
engineers themselves is more ambiguous; while many might enjoy the ability to
produce greater output with less effort in the short run and see salaries increase,
this will likely eventually lead to job losses in the medium term.

b OpenAl Codex is an Al system which generates programming codes in response to natural
language prompts
¢ Mintlify is an Al powered documentation writer
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Case study 2: Law Professionals

Lawyers spend a significant portion of their time creating and reviewing legal
documents. In the near future, Al could feasibly review legal documents for
ambiguity and contradictions, as well as create contracts or pre-trial motions
based on simple descriptions. One such example is CoCounsel by CaseText, which
provides a chatbot capable of answering legal questions with extensive supervised
fine-tuning on accurate legal texts. This technology could replace some of the
work traditionally performed by lawyers and substantially reduce the workload of
paralegals. CoCounsel is particularly useful during discovery, where a custom
chatbot fine-tuned on a vast set of documents can extract essential information
and answer relevant questions. The CaseText Al can also ensure document
compliance with government regulations and summarise trial transcripts during a
hearing to suggest questions for a deposition.

Even free-to-use technology, such as ChatGPT, can already create many less
formal documents for lawyers, saving significant time on tasks like summarising
trial progress for clients, interview summaries, pitches to attract new clients, and
presentations.

The adoption of Al in the legal profession is likely to shift the focus of human
lawyers and paralegals towards reviewing Al-generated documents, providing
strategic legal advice to clients, and negotiating on their clients' behalf. In the UK,
solicitors may be more disrupted than barristers, as regulation may prevent Al
from representing clients in court. DoNotPay, a service that uses templates and
machine learning to help customers fight parking tickets and cancel subscriptions,
recently had to back down from having a ‘robot lawyer’ based on ChatGTP perform
in court after pushback from state bar associations in the US®*. Developing
proficiency in utilising Al will become an essential skill for legal professionals.

The integration of Al in legal services could lead to a situation where high-flying
corporate lawyers essentially have access to unlimited free interns, significantly
increasing their productivity. This newfound capacity would enable them to work
on more cases and potentially earn higher incomes. The increased efficiency could
result in an expansion of the quantity of legal services supplied, leading to a
greater number of custom agreements and contracts.

This increased supply of legal services could benefit economic growth and
potentially improve public defence for vulnerable individuals. However, it also
raises concerns about the potential surge in frivolous lawsuits due to the minimal
costs associated with producing them. What is clear is that the provision of legal
services will be significantly disrupted by generative Al
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Geopolitics: securing UK leadership in Al

Globally, nations are rapidly realising that Al is pivotal to both their security at
home and influence abroad. The UK’s Integrated Review in 2021 stated, “in the
years ahead, the countries which establish a leading role in critical and emerging
technologies will be at the forefront of global leadership” - noting Al as central
among these.

Across the various levers of statecraft, Al is becoming an increasingly important
feature in the new era of geopolitical competition. In defence, Al is at the heart of
the military modernisation efforts of both China and the US. A report by US think
tank CSET stated, “Chinese leaders view Al as the key to transforming the PLA into
a world-class, globally competitive military force.”® Similarly, the US National
Defence Strategy 2022 committed to “institutional reforms” as part of its plans to
“aggressively” pursue advantage in critical technologies like AL.*° In economic
statecraft, Al has been central to the US-China trade war, with the State
Department making clear that China’s Al ambitions were a key reason for the US
move to restrict the export of leading-edge semiconductors to China in October
2021, as it seeks to maintain a strategic lead in the hardware underpinning Al
advancement.*!

But the competition extends deeper than simply trying to restrict geopolitical
rivals’ specific capabilities and shore up vulnerabilities. There is a growing
realisation among states that strength in Al is a strategic national security
imperative in its ability to secure sustainable economic growth, productivity and
overall prosperity for the long term. The US National Security Strategy released in
October last year spoke of the pressing need to “anchor an allied techno-industrial
base,” with Al core to this, for both defensive economic reasons and for driving
prosperity for the long term.*

Al is therefore foundational to the UK competing in the 21st century. The potential
benefits to treating this technology as a strategic goal are significant. Just as this
report has described the potential for Al to create “superstar workers”, it could
potentially create “superstar countries” who lead the pack in Al technologies.
Leadership could boost the UK'’s ability to shape global norms and standards
related to Al and therefore control the direction of development in alignment with
our values.

Militarily, it could allow the UK to both build world-leading, Al-driven armed
forces and shape the technological revolution in military affairs. The author of I-
Warbot, Professor Kenneth Payne, has argued “Al that is adaptive to a range of
decision-making contexts... presage[s] a profound shift in strategy that is likely to
be even more radical in nature than the nuclear revolution.”*
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UK Al expertise could become an important diplomatic asset, too. Just as
countries use access to finance as a geopolitical tool, access to technology is
becoming an increasingly used tool of foreign policy.* While creating
vulnerabilities, Al developments may become a foreign policy lever for the UK in a
world where Al is a competitive resource.

Developing frameworks and agreements to influence

The UK’s safety and ethics objectives must be driven by our liberal democratic
values working closely with like-minded nations across the West. But kowtowing
or leaving the fight to others is not an option. The US technological domination
that drove the shaping of the internet in its formative years in the late 20th
century is unlikely to win the day in today’s world,* with an increasing importance
of middle powers in shaping global technology governance.*

Instead, coalition-building by influential states — like the UK — working to win
over other middle power with an increasingly powerful bloc of non-aligned states
is far more likely to be a deciding factor.* It is with these states that China has
ramped up its charm offensive on a broad range of diplomatic fronts in recent
years. Moreover, it is well-documented that for years China has been attempting
to build influence and sway across a number of key multilateral institutions to
better serve their interests.*

So as well as focussing on building technological capability, the UK should work to
shape the frameworks and institutions that govern these new technologies.

Developing technology to compete

With so many competing for Al supremacy, competition is - and will remain -
fierce. Countries will champion domestic Al labs and compete to attract talent and
invest in the necessary infrastructure to invest in thriving ecosystems. Should it
emerge, there will be no more powerful geopolitical tool than AGI. Whichever
country reaches AGI first will have a strong claim to superpower status. And given
potential recursive improvement in AGI systems, that technological advantage
may only increase. The first mover advantage is immense.

The UK has a critical role to play. It is a founding member of the Global
Partnership on Al and has a thriving Al ecosystem of startups and researchers.
More importantly, Google DeepMind is based in the UK - and is one of the most
integral companies in the world as it is one of the few labs with the current
potential to develop Al towards AGI. It already produces some of the most
transformational LLM models and applications of Al as part of its mission to “solve
intelligence.™
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But as analysis from Professor Paul Nightingale and former No.10 Science Advisor
James Phillips shows, the UK’s strength in Al is shallow, even in research where it
is often considered to be world-leading.*® Without Google DeepMind the UK’s
share of citations among the top 100 recent Al papers drops from 7.84 % to just
1.86 %. Statistics such as the UK ranking third in the world for Al publication
citations per capita® mask the outlier of Google DeepMind and the underlying
weakness of the UK’s ecosystem. If the UK wants to be a leading global player on
Al it will need to cultivate a stronger research base.

The statistics on DeepMind’s research also highlight the limited role of academia
in Al development. One of the most surprising elements of the past few years in Al
has been that nearly all the foundational breakthroughs and new models have
been built in private Al labs. Academia and the public sector haven't really been a
part of the story, despite their traditional role in leading on breakthrough
technologies. They have been important in developing the technical base over the
past few decades that Al labs have been successful in building on, but their impact
on cutting edge development has waned over time. Part of this is due to a lack of
access to compute by researchers which the government is looking to remediate
with the establishment of the Al Research Resource as announced in the Budget.
This should provide access to exploratory compute for every UK Al researcher and
help academics contribute to progress. But even with access to some compute,
fundamentally this is a technology which is being developed in the private sector.
For comparison, the Chancellor announced £900 million in the Budget for UK
compute a month after OpenAl raised $10 billion to invest in more compute and
model development.*

This is part of a longer term trend of technology companies becoming increasingly
powerful relative to nation states. Russia’s invasion of Ukraine provides a recent
example. As well as countries imposing economic sanctions, decisions by global
technology corporations such as Alphabet, Meta and Nvidia to cease operating in
Russia were also hugely important in stifling the Russian economy. When Ukraine
worried about their internet access post invasion they appealed to Elon Musk
rather than a sovereign government. As President Macron asked in 2019, “Who can
claim to be sovereign, on their own, in the face of the digital giants?">

The recently published International Tech Strategy, with Al as a priority
technology, is a signal of intent. As is the recent creation of a Foundation Model
Taskforce backed initially by £100 million®. But as the geopolitical race to develop
technology accelerates, this should only be the beginning.
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Shocks

Managing the labour market and
macroeconomic impacts
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The productivity and growth impacts of generative Al could be significant. But the
potential of Al has also bred increasing concern in recent months that it will
largely replace human labour.* The reality will likely be more nuanced:
technologies create as well as destroy jobs and there are competing automation
and augmentation effects. However, there will certainly be disruption, especially in
the short term. And these processes could have significant macroeconomic
implications that require policy attention. If we want to benefit from the growth
and productivity effects described earlier in this paper, we will need to find a way
to manage the economic transition.

History repeating?

People have often worried that technological progress would result in
unemployment and economic hardship. The Industrial Revolution’s mechanisation
of labour gave rise to the Luddites, the introduction of the assembly line in the
early 20th century caused clashes with unions, and the introduction of computer
technology in the 1960s and 1970s was feared to be the end of white collar work.
But unemployment is currently at 3.7 %%, the lowest level since the 1970s, a strong
employment rate of 75.7%°” and a recent Budget with a headline focus of getting
more people into the labour market due to the shortage of workers to fulfil the
jobs needed.

The reason for this is the changing nature of jobs and the increase in demand for
products when technology brings down their costs. The economist James Bessen
%8 showcases this with research on bank tellers and ATMs. Since ATMs were first
introduced in the US in the 1970s they have spread across the country and there
are now over 400,000 in operation. But bank teller employment has actually seen
a small increase over the period, for two reasons.

First, bank tellers moved up the value chain. ATMs had automated the basic tasks,
like withdrawing money, but were unable to replicate the more valuable tasks, like
building customer relationships and solving bespoke issues. Tellers adapted to
focus more on human interaction and selling additional (often high margin)
financial services and the nature of bank branches changed. Second, cost
reductions from automation brought increased demand. As Bessen highlights, the
number of tellers required to operate a bank in an average urban branch fell from
20 to 13 between 1988 to 2004. This fall in costs made it cheaper to open new
branches and banks responded by expanding their presence to capture market
share. While tellers per branch fell, the number of branches increased to offset it,
and teller employment actually marginally increased over the period.
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Figure 9: ATMs installed and Tellers employed in the US, 1970-2010
Source: James Bessen, International Monetary Fund, 2015
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The nature of jobs in the wider economy has also changed over time. The MIT
economist David Autor * has analysed new job titles in the US Census Bureau’s
occupational descriptions and estimated that 60% of US employment in 2018 was
found in job titles that did not exist in 1940, increasing to 74% percent for
professional employment. Just as we didn’t have social media managers 15 years
ago, there will be jobs that don't exist today which will be commonplace in the
2030s (such as “prompt engineers”).
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Figure 10: Employment count of broad occupations in 1940 and 2018, distinguishing
between job titles that existed in 1940 versus those added subsequently
Source: Autor D, et al, 2022, National Bureau of Economic Research
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Why is Generative Al different?

LLMs and increasing capabilities in generative Al will create millions of new jobs
across the world as labour productivity increases and new types of jobs are
formed. However, this is likely to be more than offset by job losses and the next
decade might see us enter a world of much higher unemployment and labour
market strife. There are a few reasons it might be different this time.

First, the classic model of automation and labour replacement from recent
decades has been turned on its head. Humans have typically used technologies to
replace routine tasks that can be easily programmed to replicate. Routine tasks are
typically found in middle-paid occupations while non-routine tasks are
concentrated in either low paid (e.g. social care worker) or high paid professions
(such as a therapist or a CEO).*° Over time, automating technologies have
decreased demand for middle relative to low and high paid occupations leading to
polarisation in the job market. The assumption has been that Al would follow the
same model. As recently as a few years ago, Al reports by think tanks and
consultancies would use a model of identifying routine tasks in jobs to estimate
the job losses that may be incurred (including a 2019 report by Onward).®
McKinsey's Global Institute’s report on jobs in 2017%* estimates that high wage and
low wage occupations will see the highest growth while middle income
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Share of services in total exports

employment will decline. It suggests that workers of the future will require, among
other things, more creative skills.

None of this seems likely anymore. Generative Al will be advancing but also

replacing creativity and cognition. We have never had a technology capable of
replacing human thinking at this level before and so the job displacement effects
are likely to be different too. It is service based, white collar, high paid work which
is looking most at threat. From graphic designers to lawyers and strategy

consultants, the outlook has fundamentally changed.

Given the economic make-up of the UK, it may be especially vulnerable to
disruption. The UK is dominated by services, accounting for 79% of GVA and 82%%
of total employment. Much of this is in areas of comparative advantage such as the
creative sector (GVA of £104 billion)* and professional and business services (GVA
of £190 billion)® where there is a higher likelihood of disruption from generative

AL

The relative importance of high value services to the UK compared to other

countries can be shown by proxy through examining services exports. From the
graph below we can see that the UK has the highest services-export intensity in
the G7. If segments of white collar services are affected, the UK will likely face
more disruption than its peers.

Figure 11: Share of services in total exports, 1960-2021
Source: Our World in Data
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Training compute (FLOP)

Second, the speed of technological progress is rapid, driven largely by compute.
Research by Epoch®® shows that the development of machine learning can largely
be split into the three eras: the Pre-Deep Learning Era, the Deep Learning Era and
the Large Scale Era. The chart below shows how training compute has increased
across those periods and how it has grown by a factor of 10 billion since 2010. This
has been the biggest driver of progress in Al and as compute continues to scale up,
technological progress will likely continue to do so at a very fast pace.

Figure 12: Training Compute (FLOPs) of milestone Machine Learning systems over
time
Source: Sevilla, J, et al, 2022

le+24]
Alarge Scale
le+2210Al

le+20]

le+18)

le+16]

le+14

o}
1e+12] =
5 .-

le+10j w\swea’i L. s 9

o=~ o
1e+8} i P .-~ 0O o
1e+6 Q”,—"” 2 g‘ &
terd =7 -1 O ;i i
le+2| : B

1955 1965 1975 1985 1995 2005 2015

Publication date

The speed of change makes labour market disruption more likely. Compensating
job creation can take time and a rapid influx of unemployed workers will make it
harder for those affected to find jobs immediately. This may lead to long term
scarring effects and hysteresis with people having extended periods out of the
labour market. As research from the ONS shows, the longer a person remains out
of work, the worse their chances of returning to work become. Between 2007 and
2020, 41% of those who had been out of work for three months returned to work
within the next three months. This reduced to 29% for those who had been out of
work for six months and 23% for those between six and nine months.*” A sudden,
sharp rise in unemployment can have long term consequences for the unemployed
and the labour market.

Third, labour market disruption will be different this time due to the combination

of the pervasiveness of the technology and the ease of adoption. Like previous
general purpose technologies such as electricity and computers, there will be very
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few parts of our economy where LLMs and generative Al will not have an impact.
The interdisciplinary nature of generative Al means that its adoption is not
restricted to specific industries but instead it will permeate the entire economic
landscape. Crucially, it is also easy to adopt. While using electricity or computers
for the first time required up front investment and skilled labour to operate the
relevant machinery, that doesn't exist with generative Al. Any business can start
using ChatGPT for free today and the easy-to-use user interface means that there
are few skills barriers to adoption.

Generative Al is a bottom up technology. Workers in a marketing department at a
large corporation can see the productivity benefits and start using new tools to
speed up their jobs and improve the quality of output. There is no need for
management to make a conscious decision to invest in the technology and spend
years bringing it into operations as there has been for many technologies (e.g.
computers) in the past.

A recent paper by researchers from Open-Al, OpenResearch and University of
Pennsylvania® looked at the implications of GPT models on the US labour market.
They found that approximately 80% of the US workforce could have at least 10% of
their work tasks affected by the introduction of GPTs, while 19% of workers could
see at least 50% of their tasks impacted. In absolute terms that is 30.6 million
workers in the US alone who could see at least half of their work tasks affected by
GPTs.* The equivalent figure for the UK if the proportions were consistent would
be 6.3 million workers. Affected doesn’t mean replaced. And many workers
affected would augment their productivity by using the technology in their work.
But it does mean that huge swathes of workers will be heavily impacted, and it
feels reasonable to assume many will see their jobs disappear.

Figure 13: Impact of Al on UK and US employees
Source: Eloundou, T, et al, March 2023, Bureau of Labour Statistics March 20237°, UK
labour market statistics”, Onward analysis

Total workforce Workers with 10% of Workers with 50% of
(millions) tasks impacted tasks impacted
(millions) (millions)
us 160.9 128.7 30.6
UK 33.0 26.4 6.3

The workers impacted stretch across all wage levels, though higher wage workers
are estimated to face greater exposure. The impact is also predicted to be felt
across sectors, not just highly productive ones. The analysis leads the researchers
to conclude that GPT models exhibit the characteristics of general purpose
technologies and could have significant economic, social and policy
considerations.
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What will happen to the labour market?

Over the coming years there will be a dual impact on work. David Autor, Professor
of Economics at MIT, describes this as the race between automation and
augmentation.”

There is the potential for a new class of superstar workers to be created.
Recognised and popular artists will be able to go past the constraint of their time
to scale production. Taylor Swift might profit from millions of personalised songs
generated by Als using her voice and Tom Cruise could star in thousands of
movies each year. Away from the creative sector, leading strategy consultants or
bankers, armed with a stellar reputation, broad network and sector experience
could benefit from unlimited “interns” at their fingertips to scale productivity -
delivering thousands of slide decks or reports to clients. And C-suite executives
who understand how to implement these technologies and improve profitability
could see their remuneration flourish. As “superstars” increase their productivity
and thus their remuneration, there will be an increasing demand for service roles
to cater for their needs from dog walkers to personal chefs.

There will, however, be replacement of human labour. From paralegals who may
see legal contracts being drafted and edited by large language models to graphic
designers where the cost of replication will fall heavily. Of the 19% of workers
estimated to have at least 50% of their tasks impacted, it is likely that a significant
portion of those roles will be automated out of existence. A survey in the USA of
companies who either use ChatGPT or plan to do so found 48% had already
replaced workers with the technology. When asked if ChatGPT will lead to any
workers in their company being laid off this year 33% said “definitely” while 26%
said “probably”.” Executives are clearly seeing the technology as a labour saving
tool and that will be reflected in employment figures.

A recent report by Goldman Sachs found that roughly two thirds of current jobs
are exposed to some degree of Al automation and that around a quarter of work
tasks in the US and Europe could be automated.™ This varies significantly by
sector: 46% of office and administrative support tasks are exposed to automation
compared to just 6% in construction. The net effect is the equivalent of 300
million full time workers across big economies being exposed to automation.
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Share automated by Al

Figure 14: Share of occupational workload exposed to automation by Al
Source: Goldman Sachs research, 2023
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Goldman’s base case is for 7% of workers to lose their jobs entirely in the decade
after generative Al reaches half of employers, though most will be reintegrated
into the labour market. In line with predictions that disruption will be a white
collar phenomenon, Goldman views the labour market impact as being more
severe in developed markets compared to emerging markets. For example, they
forecast just under 30% of FTE employment in Hong Kong to be exposed to
automation versus less than 15% in India.

While the impact is likely to be cross industry and skill level, the focus on white
collar cognitive work means that the distributional impact will be skewed. 34% of
creative jobs are based in London”, and 56% of jobs in London were classified as
high skilled compared to an England average of 46%. Despite the focus on levelling
up in recent years, it may actually be London which faces the brunt of labour
market disruption when cognitive automation hits.

There will be adjustment costs for displaced workers and negative economic
consequences. Economist James Bessen used Dutch administrative data to analyse
the impacts on workers who were made redundant after their firm invested in AL
They found the expected annual income loss was 9% after five years, driven by
spells of unemployment within a year. The adverse effects were found to be
stronger for older and middle educated workers as well as those who had been
working in small firms. These costs will be higher as we move to a much faster
pace of labour market disruption where re-entering the labour market is harder
due to slower new job creation.
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The labour market disruption described above is premised on current
developments in generative Al. The technology enhances labour productivity as
well as replacing it and most jobs will still be needed in the short run. However, if
we reach AGI, the job losses will scale up significantly. There will be even less need
for human labour if Al systems can replicate and likely perform better than human
capabilities in most tasks. In this scenario, which the latest Metaculus forecasts
suggests could come as early as 20327, we should prepare for much greater labour
market disruption.

Policymakers were unsuccessful in navigating the labour market disruption from
globalisation in the 1990s, which has contributed to the political shocks of recent
years. That disruption is also a contributing factor to the UK’s high level of

regional disparities and left behind communities.” The scale of challenge from Al

induced automation is different - it will affect different areas of the economy, be
more pervasive and come at a much faster speed. But there are lessons to be
learnt for what happens if the government fails to prepare or react. If we want to
benefit from the economic potential of Al we need to grapple with the disruptive
consequences.

Macroeconomic impact: inflation and interest rates

The path of macroeconomic variables is impacted by many economic factors and
forecasting out for a few months, let alone to the medium term, is challenging.
Deep analysis and modelling of these variables is outside the scope of this report.
However, there are a few high level impacts of generative Al that are worth
considering as they will form challenges that UK policy will need to react to.

Inflation

The economics debate over the past 18 months in the UK has been dominated by
high inflation and the cost of living crisis. Inflation has reached double figures,
levels not seen in decades, and the central economic issue has been how to bring
down inflation and help households with higher prices. However, we may soon
face the exact opposite problem. Deflationary pressure.

Widespread adoption of generative Al and continued technological improvements
could significantly bring down cost curves, as insight from Schroders suggests,
leading to deflation in some industries.” There was a similar macro impact when
China entered the global trading system in the mid 1990s, which brought sustained
downward pressure on prices in the UK and the developed world, as the graph
below shows. Then, it was low cost labour in China producing cheap goods
imported into the UK which meant that inflation was kept low during periods of

The Generative Al Revolution 32



higher growth. This time, it will likely impact services more than goods, and as
generative Al brings significant productivity benefits, the cost of services (e.g. legal
fees) will come down at an economy wide level.

Figure 15: Consumer Price Index (CPI) inflation rates, 1971-2021
Source: World Bank, World Development Indicators
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The industrial structure of the LLM market and where the economic value is
reaped will affect what the impact on price levels is. There are currently several Al
labs competing on LLMs and the competitive dynamic may keep costs of the
underlying technology low. As labs compete for market share and to stay in front,
they may also subsidise losses to keep prices low. For example, since Google
bought DeepMind in 2014 they have been very willing to subsidise losses and allow
the company to release research for free, leading to a £0.5 billion loss in 2020.8°
This is part of a long term strategy for Google where they hope DeepMind will
develop increasingly important technological breakthroughs which can be
commercialised in the future. Subsidised losses and competitive pressure will
bring downward pressure on prices given that LLMs will be inputs across sectors.

But if labs manage to successfully build moats or differentiate, they may be able to
set higher prices. This could be through creating better foundational models or
differentiating themselves through better user experiences or establishing a
brand, all factors that OpenAl is currently excelling in. Under this market
structure, some Al labs will be able to charge higher prices and the industry won't
become commoditised. We can see this in other technology markets. Google and
Bing offer a similar product, but Google’s superior algorithms, user interface and
brand has resulted in it capturing 84% of the global market share.? This has also
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allowed Google to charge higher prices: Bing’s average cost per click is 70% lower
than Google’s,* reflective of lower quality traffic. Google’s superior performance
means it has also captured a lot of the value uplift reflected in Alphabet’s $1.36
trillion market capitalisation®?. If the LLM market follows this direction, more of
the value will accrue to Labs, and prices will be higher than otherwise, resulting in
much weaker deflationary pressure.

Interest rates

Deflationary pressures in the medium term may bring down interest rates to
counter the threat of deflation. However, it’s also worth considering what the long
term path of interest rates may look like if we do move towards AGI.

As the productivity and growth section highlighted, generative Al is likely to
significantly improve productivity in many sectors and if we move to AGI, the
growth impact will be transformational. The researcher Davidson concludes that
explosive growth driven by Al is a plausible scenario, where explosive growth is
defined as above 30%.% This world would necessitate very high long term interest
rates to combat the associated long term inflation. That is not what we see today.
The US 30 year real interest rate ended 2022 at 1.6% and as recently as Autumn
2021 the UK sold a 50 year bond with a -2.4% real interest rate at the time.

Research by Chow, Halperin and Mazlish posit that the low 30-50 year interest
rate environment means one of two things.®® Either, financial markets are
functioning as effective information aggregators and accurately pricing in the fact
that transformative AGI is unlikely to happen in the next 30-50 years. Or markets
have underestimated the probability and there is a market inefficiency. There is
huge uncertainty around the timelines of AGI, yet there is a scenario where
timelines are short. Metaculus, the forecasting platform, currently estimates that
we will reach AGI by 20328 compared to a year ago when the forecast was 2057%
showing how quickly things are changing. If the probability of us reaching AGI
soon increases, we should begin to see that play out in higher longer term interest
rates. There could be a sudden shift following a significant breakthrough in the
technology, and this would have huge implications, from public finances to
financial markets. Low long term interest rate projections shouldn’t be taken for
granted.
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Risks

Focussing on Al safety and solving
alignment
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To realise the economic and geostrategic benefits of generative Al it is crucial
that we navigate the risks associated with Al systems. These include short term
risks around misinformation, transparency and privacy but also most importantly
ensuring that Al systems develop safely. One of the most pressing concerns in the
Al safety community is the alignment problem: ensuring that Al systems act in
accordance with human values and goals. The alignment problem arises because
Al systems, especially those with high levels of autonomy, may develop unforeseen
behaviours or optimise objectives that are not in line with human intentions,
potentially leading to unintended and even harmful consequences.

Many of the difficulties in aligning Als with human values are highlighted in a
simple example from ‘Concrete Problems in Al Safety’, a research paper with
authors affiliated from most of the leading commercial and academic labs®. Here
they imagine a fictional robot whose job it is to clean up an office space. Even in
such a simple setting, setting the goals of the Al agent can be challenging. For
instance if the robot is rewarded for creating a clean environment, instead of
cleaning the office it may be incentivised to disable its cameras. Likewise, there
may be challenges in preventing the robot from dangerous exploration such as if it
tried to use a wet mop in an electrical outlet. These are not merely theoretical
concerns. These behaviours have been observed in real-life Al models from both
DeepMind® and OpenAI®. In one example, an agent that was supposed to be
grasping an object found it easier to fool a human evaluator by hovering between
the object and the camera®.

While these risks may not seem profound, if Al systems remain unaligned with
human goals as they scale up in capabilities they will become increasingly
dangerous. These concerns are largely based on two hypothetical properties of
such systems, first defined by Oxford philosopher Nick Bostrom; orthogonality
and instrumental convergence.” The former refers to the idea that an agent’s
intelligence levels and its purposes or goals are independent of one another. The
latter suggests that regardless of an Al's main goals, they are likely to have many of
the same sub-goals. For instance, just as humans with a variety of ambitions are
likely to find greater access to wealth or power useful in achieving their aims, Als
with a large variety of goals might find having access to more compute or
information a useful instrumental goal. Combined these two theses imply that a
high-capability Al is likely to be power-seeking, leading to concerns over
existential risks from Al

Recent events have brought these existential risk concerns from the alignment
problem out of the fringes and into the forefront of public discourse. Over a
thousand leading Al practitioners including Elon Musk have signed a letter calling
for a six-month pause on Al capabilities research,? urging the need for caution
and reflection. This call for a pause highlights the growing concern that
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advancements in Al capabilities might outpace our ability to develop safe and
aligned Al systems.

Likewise, leading Al scientists such as Yoshua Bengio and Stuart Russell have also
voiced concerns about the potential consequences of misaligned Al systems. A
recent survey of Al experts reveals that the median respondent estimates a 5%
chance of Al posing an existential risk to humanity,* emphasising the need for
ongoing research and vigilance in Al safety and alignment. lan Hogarth, an Al
entrepreneur and investor, recently wrote of the need to “slow down the race to
God-like AI". The wider public, as seen in data below collected by the Centre for
the Governance of Al at Oxford, shares many of these concerns.

Figure 16: Share of respondents that agree or disagree that Al is a technology that
requires careful management
Source: Centre for Governance of Al
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These concerns have prompted proponents to sometimes suggest drastic policy
responses. In a recent Time magazine article by Eliezer Yudkowsky, a decision
theorist at the Machine Intelligence Research Institute, warns of the existential
risks posed by Al and advocates the use of extreme measures, such as airstrikes, in
specific scenarios to halt Al progress.

Policy proposals by advocates such as a research pause and restricting chip access
often suggest a large trade-off between ensuring the safety of Al systems and
society enjoying some of the transformative benefits of generative Al. This trade-
off disappears in practice however; it is only by ensuring the safety of systems that
it's possible to build confidence to innovate and deploy models out to billions of
people around the world. As such the UK’s opportunity to play a leading role in Al
safety can also help the UK’s ambitions to play a leading role in Al capabilities.
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The government has taken promising first steps. The International Tech Strategy
included a commitment to “Initiate an inclusive international dialogue on the
current and future risks presented by Al, for example, general Al systems” making
it clear that the Foreign Office views it as an objective to be pursued
internationally.”” And the recent Al white paper discussed a centralised risk
monitoring function that will enable the government to monitor ‘high impact but
low probability events’. While these initiatives are welcome, risks from Al safety
will be one of the most important global policy areas of the next decade and the
attention that the government devotes to it needs to rapidly increase.
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Capitalising on the economic and geostrategic opportunities
of Al

This report has discussed the potential economic impacts of generative Al as well
as the geostrategic importance. While there may be disruption, particular in
labour markets, it is clear that there is huge economic value which will be realised
through adoption of generative Al in the coming years. Where that value is
captured - whether by the creators of the underlying LLMs or the consumer
facing applications - is still to be determined. But there will be economic upside.
And the UK should be using policy to ensure that it capitalises on this and is well
placed on the international stage.

Recommendation 1.1: The Government should build a UK sovereign LLM: “GB
GPT”

The generative Al revolution is being led by a handful of largely Silicon Valley
based Al labs. Those that build the models are deciding which values to encode in
them, who should have access to them, and how the technology should be
developed in coming years. The UK needs to decide what role it wants to play.
With developments moving at pace and compute costs spiralling for advanced
models there is a very limited time window for the UK to become a serious player.

The Integrated Review set out the government’s approach to science and
technology through its “own-access-collaborate” framework: %

Own: where the UK has leadership and ownership of new developments, from
discovery to large-scale manufacture and commercialisation. This will always
involve elements of collaboration and access.

Collaborate: where the UK can provide unique contributions that allow us to
collaborate with others to achieve our goals.

Access: where the UK will seek to acquire critical S&T from elsewhere, through
options, deals and relationships.

The UK should “own” rather than “access” LLMs. This could be through either
developing sovereign capability or a sovereign LLM. Developing a government-
backed LLM would enable the UK to maintain technological competitiveness on
the global stage, ensuring that its Al researchers and companies have access to
state-of-the-art tools and resources. It would allow the public sector to use a
tailored and safe LLM to enhance public service delivery. And it would give us a
seat at the table as the technology transforms the world and not just be reliant on
Google DeepMind.
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LLMs are not ‘neutral’. While not always explicit, values are encoded into the
technology through its design and therefore those that are building the
technologies are by definition choosing the values that everyone else will interact
with. There is therefore a choice for the UK. Does it want to be part of the building
process and shape the values that are incorporated into the technology? Or does it
want to be a passive user and just seek to regulate them after they've been
shaped? Given the UK has global leadership ambitions, the answer should be the
former and it must invest in LLMs to be relevant.

The government recently set up the Foundational Model Taskforce, led in the
interim by Matt Clifford, to scope the UK’s work on sovereign capability. The
announcement to invest £100 million through the Taskforce provides the finance
to build initial sovereign capability and the Taskforce now needs to ensure that
happens, including by creating the right vehicle.

The absence of a sovereign LLM capability could expose the UK to multiple risks:

e The reliance on foreign technology could create vulnerabilities in the
nation's critical infrastructure and digital services, as these Al systems
could be manipulated, disrupted, or compromised by adversaries. The UK
would be vulnerable to either owners of LLMs changing access to their
own models, or other groups getting access to those models and
manipulating them. To mitigate against this the government might simply
not use the technology in public services, but then it would miss out on
opportunities for efficiency and improved delivery.

o The lack of domestic Al capabilities could hinder the UK's ability to shape
international norms, standards, and regulations governing Al and its
applications. This could result in the adoption of unfavourable policies that
undermine the UK's economic and strategic interests.

A home-grown LLM - Great British GPT (GB GPT) - could be achieved through a
collaboration between the government and the private sector. The government
should not be competing with OpenAl to see who can build the latest cutting edge
models. It does not have the capability to do this, and it should not be fuelling
arms race dynamics. But it could instead commission an LLM built in the UK in
partnership with the government. The government could provide the majority of
funding and access to datasets, and Al Fellows, as described in the next
recommendation, could help design the specifications of the model based on
government use cases. The actual building of the model could be commissioned to
a UK firm or developed through a partnership between UK academia and the
private sector. The government would own at least a majority stake in the LLM
and would have a controlling interest to determine who gets access to it and how
it is used.
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Another model, with similarities to the UK BioBank, would see the UK Government
offer a series of grants and in-kind support to smaller organisations looking to
develop an LLM in return for specific requirements on open access, domestic
ownership and meeting criteria for usage in public services. While this approach
might take longer to produce a single, large competitive LLM, it would spread risk
and increase the chance of backing a breakthrough innovation.

The first customer of GB GPT should be the government itself. It could be used to
improve public service delivery and offer a degree of personalisation in public
services which is not currently possible. For example, job centres could use the
LLM, which has access to personal details, to create tailored job recommendations
for the unemployed based on their background and preferences. Or once the
technology has advanced further, a NHS chatbot could be used to triage medical
conditions incorporating personal and family medical history. It could even be
used in policymaking, simulating what the economic effects of policies would be.
The viability and security of these functions would be much greater with a
sovereign Al model rather than accessing one from Silicon Valley.

Outside of public services, the government could also give privileged access to GB
GPT to UK based academic researchers or start ups. This would provide an
incentive for geographically mobile researchers and tech entrepreneurs to base
themselves in the UK, providing economic and strategic benefits, and cementing
the UK’s position as a leader in Al

GPT-4 cost over $100m to build.? Given the increasing amounts of compute
needed to train larger models, the cost of developing cutting edge models will
likely spiral to hundreds of millions if not billions in the near future. At that stage,
the monetary barriers to entry will be much larger and companies operating in an
arms race will have become more secretive about how they have built their models
and the findings of their latest research. If the UK wants to develop its own
capability it needs to start now.

Using GPT-4 as a proxy and recognising that the Government would be starting
from scratch, it would likely cost in the region of £200m-£400m to build the first
model, depending on the cost of compute. The UK could build one of the most
transformational technologies of our lifetime for less than 0.3 % of annual
government spending, giving it an international strategic and economic advantage.
This is affordable by comparison to any similar project which would give the UK
similar strategic capability. For example, the MoD regularly spends many billions
on military procurement, such as £10 billion budgeted on the Future Combat Air
System (FCAS).1°
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Recommendation 1.2: The Government should set up a UK Al Fellowship to
improve Al policymaking

To devise better Al policy, a field which is changing almost weekly and has models
which are highly technical by their nature, the UK needs to be able to thoroughly
understand the technology. This creates recruitment challenges for the UK
Government. Working in Al in the private sector is very attractive and well-
remunerated and it is highly unlikely that experts in the field would pursue a
career in the public sector. However, many working in Al believe that ensuring the
right Al policies in governments is one of the highest impact areas for the future,
and thus if the Government established the right scheme there is an opportunity
to attract top talent for short periods to help optimise the UK’s Al policy.

Al Fellowships could be modelled on the US Tech Congress, an innovative program
designed to bridge the gap between technology and policy in the US
government.'” The initiative aims to provide congressional offices with talented
technologists who can help inform and shape technology-related policy decisions.
The program selects and places tech professionals as Congressional Innovation
Fellows, allowing them to serve one-year fellowships in either House or Senate
offices. These technologists bring their expertise to bear on a wide range of issues
and can greatly enhance the understanding of complex technology issues within
government and lead to more effective policymaking.

A UK Al Fellowships programme could similarly be set up to bring tech
professionals into government for a one year stint, though it should seek to attract
more experienced tech workers than the US scheme to bring additional value.
They could sit within DSIT’s Al teams, the FCDO’s International Tech team, or
within the Office for Science and Technology Strategy in the Cabinet Office and
bring their real experience into the policymaking process. Fellows could help the
government to navigate the constantly changing environment for cutting edge Al
developments and move at pace to respond to and correct its own policy. They
could provide expertise which would otherwise be impossible for the government
to attract.

There are three key areas that Fellows should work on. First, helping the
government to advance adoption of Al in the UK and create an attractive
environment for AI companies to thrive, in order to secure economic advantage.
Second, thinking through the non-economic impacts of Al across society. For
example, working with Department for Education on how skills and exam testing
policy should change as generative Al develops or helping Ministry of Justice
assess how visual evidence should be interpreted in courts in a world where
criminals could generate video alibis of themselves. And third, working on Al
safety policy and shaping the UK’s approach in multilateral fora to lead on
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concrete safety initiatives. For the scheme to work successfully, it would need to
ensure that Fellows are able to genuinely influence and shape policy and also
provide them with an opportunity to really understand the policymaking process
to ensure it is an attractive offer.

Recommendation 1.3: The Government should create a new incentive package
for Al experts to come to the UK and broaden the HPI visa

Ultimately it is people who are building generative Al models. At the very highest
level, there are probably only hundreds of people in the world operating at the
cutting edge of transformer models with perhaps several thousand working on
building the latest LLMs. Open Al, who have released Chat-GPT, GPT 4 and a
whole suite of APIs currently have less than 400 employees.'® Top Al talent is one
of the scarcest resources in the world; where that talent locates will have an
outsized impact on where new technologies will be built and where the economic
value will reside.

It is very unlikely that the UK could tempt Open Al to move to London, yet we
could seek to attract leading Al thinkers who will be building the next generation
of consumer facing applications, transformative models and underlying research
to come to the UK. Given the impact they could have and the strategic and
economic advantage they could give the UK, this has a very high expected value
return.

The UK has recently made progress in this space. As part of the UK Science and
Technology Framework announced by the Prime Minister and the UK Science and
Technology Framework in March, £8 million was committed to encouraging the
next generation of Al leaders around the world to do their research in the UK.
While the details behind this have yet to be published, this is a welcome step.

Given the importance of this technology, there is the opportunity to scale this
much further. Government could:

e Emphasise the benefits of the wider policy environment - if the UK seeks
to build GB GPT, accelerates its compute offer and offers a sensible
regulatory environment it will be attractive as a leading Al destination in
its own right.

e Expand the Global Entrepreneur Programme operated by the Department
for Business and Trade - attracting global entrepreneurs building Al
companies to relocate their high growth companies to the UK by offering
mentoring from experienced entrepreneurs, introductions to key
networks, guidance on how to grow internationally and export support.
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e Offer free access to government procured compute for researchers as well
as introductions to academic institutions where there might be
opportunities for collaboration.

e Offer positions in the UK Al Fellow scheme to play a leading role in setting
UK policy.

e Make introductions to investors and help facilitate access to seed capital.

e For a small number at the very top of their field, offer direct investment
into their ideas and financial incentives such as a one year grant for
working from the UK.

e These offers should all be in addition to assistance with a fast tracked visa
process and a concierge service to help with the logistics of moving to the
UK.

If this package incentivises even a fraction of world leading Al talent to move to
the UK, the resulting economic benefits will likely significantly outweigh the costs
of the programme.

Alongside this, the government should consider reforming its visa routes to attract
more of this talent. The impact of high skilled immigration in creating exciting
companies is well evidenced. Research from the Entrepreneurs Network found
that 49% of the UK’s fastest growing startups have at least one immigrant co-
founder despite just 14% of the UK’s population being foreign born, and this
includes nine of the UK’s 14 unicorns.!*

The UK’s High Potential Individual (HPI) Visa scheme clearly has the right direction
but its academic criteria means that leading graduate Al programmes are
excluded. For example, graduates researching Al at the University of Montreal,
which has a thriving ecosystem of Al researchers and one of the strongest
graduate programmes wouldn't qualify for a HPI visa to come to the UK. Carnegie
Mellon University which is ranked 5th in the world for Computer Science in the
Times Higher Education world university rankings'® also isn’t included in the
government’s eligible list. Introducing a sub-branch of HPI visas for Al talent with
a better and wider selection of universities would mean that the UK doesn’t miss
out on potential talent.

Recommendation 1.4: The Government should extend the exception for Text
and Data Mining (TDM) to allow it for any purpose but include an opt-out for
content holders

The UK should create an intellectual property regime for Al that carefully balances

the interests of creative industries, Al developers, and society at large. This
balance is crucial for promoting innovation, fostering economic growth, and
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ensuring that the benefits of Al are sustainable. Some tensions between sectors
are inevitable. But outcomes which are either overly protectionist or insufficiently
pro innovation will not last.

In recent months we've started seeing some of these tensions. Getty Images filed a
copyright claim against Stability Al in January in a landmark dispute which will set
the direction of the legal ownership of creative output.'®

One immediate area that the UK should review is its approach to Text and Data
Mining (TDM) laws, which should be updated to encourage greater access to data
for Al development. TDM refers to the use of computational techniques to analyse
digital works and identify trends or other useful information. Currently, the UK
has a TDM exception in its copyright law, which allows non-commercial
researchers to mine copyrighted materials for the purpose of scientific research.
However, this exception has limitations, as it does not extend to commercial
entities or other purposes beyond research.

In 2022 the Government set out plans to introduce a new copyright and database
exception which would allow TDM for any purpose i.e. including commercial
activities. This was very welcome to Al developers and removed restrictions
around using copyrighted material for model building. However, inevitably, it
prompted a strong backlash from the creative sector, who are exposed to
disruption from generative Al despite owning much of the copyrighted material
that models are trained on. UK Music said they were “deeply concerned” about the
proposals while the Publishers Association described the proposals as a
“sledgehammer to crack a nut.”% The Government backtracked with George
Freeman MP confirming in Parliament that it was no longer planning on
introducing this exception.

To create a more conducive environment for Al development, the UK could
consider broadening the scope of its TDM exception. This could involve allowing
commercial entities to mine copyrighted materials for Al development, subject to
certain safeguards. For example, requiring the use of anonymized data or
aggregated results could help protect the interests of copyright holders while still
enabling Al developers to access the data they need.

The UK should also mirror the EU’s position on opt-outs. When the EU recently
adapted their TDM rules under Article 4 of the EU Digital Copyright Directive, they
allowed the use of TDM for commercial purposes provided the rights holder has
not opted out through appropriate measures. This opt-out for content creators
gives a degree of control to those concerned while still creating a permissive
regime attractive to Al model developers. Al companies are globally mobile and the
conditions we set will have a significant impact on whether they decide to base
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themselves here. But the creative sector is also hugely important in the UK,
accounting for £116bn in GVA and representing a pillar of the UK's global soft
power. A balanced approach is needed."’

The TDM debate is important, and following the EU’s position would represent a
sensible middle ground between Al innovation and the creative industries. But it is
also symptomatic of the much wider tension between these competing goals
which will invariably flare up. The UK should seek to create more certainty and a
stable policy environment for both sectors; first by cautiously extending TDM
exceptions and then more broadly by determining a scope of protection for Al
generated works.

Recommendation 1.5: The Government should increase access to compute
beyond the commitments made at the Budget.

The rapid progress in Al development has been driven in recent years by the
remarkable advancements in computational power. The increasing availability of
high-performance compute has enabled researchers and developers to process
vast amounts of data, train complex models, and iterate on their designs at an
unprecedented scale. As Al technologies become ever more deeply integrated into
our daily lives and the global economy, access to compute resources will emerge
as a critical factor in determining a nation's competitive advantage in the Al race.

It is essential for the UK to have sovereign compute to attract researchers to the
UK and help foster a domestic ecosystem of Al developers and entrepreneurs. It is
also essential from a national security perspective as Al systems increasingly
become integral to defence and intelligence capabilities.

But the UK has been falling behind. Between 2005 and 2022 the UK fell from 3rd to
10th in international compute rankings and all our competitors are doubling
down."”® The EU’s EuroHPC programme is deploying three pre-exascale systems
while the US is looking to build systems 5-10 times as powerful as Frontier, their
most powerful current system which is far beyond the UK’s capabilities.
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Compute performance rank

Figure 17: Change in compute performance rankings, 2005 and 2022
Source: DSIT Review of the Future of Compute, March 2023
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It is in this context that the government launched the Future of Compute Review
which reported its conclusions in March 2023. The comprehensive review led to
an announcement by the Chancellor at the Budget in March 2023 that the UK

Government would invest £900m to build an exascale computer and establish a
new Al Research Resource in line with the recommendations.!%?

However, it is right to question whether the ambition matches the scale of
opportunity. As former No.10 adviser James Phillips pointed out in a recent blog
post™, the announcement in the Budget to create a new Al Research Resource
would use 3,000 GPUs in the commercial cloud. An exascale supercomputer as
used by Open Al has the equivalent of 30,000 GPUs. We would therefore only be
able to offer researchers 10% of the capacity of a single private sector US company
today, despite being a sovereign state with Al superpower ambitions.

This level of ambition cannot be right. While GPUs are difficult to rent today, the
UK should urgently seek to increase its purchases, with procurement led
commercially from the heart of government to aim to reach the equivalent of
30,000 GPUs by 2026. This will require tens of millions of additional funding from
HMT but it is an investment in the UK’s ability to compete. There is asymmetric
risk here - researchers not having access to sufficient compute over the next
couple of years could be significantly detrimental to the UK’s Al ambitions,
whereas ‘over-purchasing’ wouldn’t add significant cost.
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The UK’s plans for an exascale computer, while exciting and positive news, could
also be enhanced. Anthropic, a leading Silicon Valley US Lab, last year called for
the US government to have a 100,000 GPU cluster to be truly competitive.™
Although this may be beyond our immediate ability, we should commit to
procuring this level of top-spec GPUs in the medium run in order to be
competitive. This would require significant additional funding from HM Treasury,
but given the pace of change and potential upside, we cannot treat the Future of
Compute recommendations as static.

Managing the labour market shocks of Al

Recommendation 2.1: HM Treasury should start preparing for a potential shift in
the burden of taxation from labour to capital in the medium term.

AT will cause shocks to the labour market. The role of policy will be to manage that
shock, helping people to retrain and find new jobs. This transition will be easier to
navigate if it is slow. Workers who lose their jobs due to Al will find opportunities
created in new sectors and have a lower likelihood of being long-term
unemployed.

Shifting the burden of taxation from labour to capital has two potential benefits.
First, if the pace of labour market disruption is sudden, it can alter investment
incentives and slow the transition to a more manageable pace. Second, it can
generate resources for redistribution in a world where we reach AGI, and much of
the economic value in the economy is residing with a small number of creators of
general Al systems.

There are currently clear tax advantages for employers to use LLMs to replace
human workers given the additional taxes that we impose on workers through
income tax and national insurance. Our taxation system is labour heavy. In
2021/22 income tax was the highest generating tax raising £225 billion while
National Insurance Contributions (NICs) raised £161 billion. Combined, that is £386
billion out of public sector receipts of £915 billion, 42% of the total"™. This unequal
tax treatment has resulted in many people, including Bill Gates, to call for a “robot
tax” in an age of automation.!

HM Treasury should begin exploring how a shift in the burden of taxation from
labour to capital could help slow down the transition in a scenario of fast paced
labour market disruption. This would be a significant change to the UK tax system
which cannot be done overnight, and thus preparatory work for that potential
scenario should begin now. Reducing employer NICs over time would incentivise
firms to keep workers on at the margin and thus slow the level of disruption.
Depending on the scale of labour market transformation, more radical options on
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employee NICs and reducing income tax rates may be needed to incentivise
keeping workers in jobs. If the public policy goal here is to slow down the rate of
job losses through Al there will clearly be deadweight losses given the universal
nature of labour taxes. But given that Al is likely to be a general purpose
technology which will impact most sectors, and incentivising employers to hire for
new jobs will be important as well as stemming the slow of losses, a system wide
solution is likely needed.

This shift might create public finance challenges, notwithstanding the potential
boost to public finances that higher economic growth may bring. To compensate,
an increase in capital taxes may be required to raise revenue, and ensure the tax
reform as a whole is revenue neutral. The spirit of a “robot tax” can be channelled
in different ways. The purchase or development of LLMs could be taxed at an
additional rate, or reflected in tweaks to capital allowances. This reflects the
option taken by South Korea in 2017"* who limited tax incentives for investments
in automated machines to cushion the impact on the workforce of increasing
automation. One blogger has suggested “a small tax on language model API calls...
like a Tobin tax on currency transactions.”” More broadly, assuming that wide
adoption of LLMs increases the profitability of firms, governments could look to
increase corporate taxes to take a higher proportion of the growing pie.

There are plenty of well-known problems with “robot taxes" or indeed any
increase in corporate taxes for those firms investing in LLMs. Given the significant
impacts LLMs will have on productivity, reducing their take up will have
implications for the UK’s productivity performance and corresponding economic
growth. It will make the UK less competitive if companies are burdened with
higher rates of taxation for using cutting edge technologies. This will be
particularly so if other countries don't follow suit. And it will reduce innovation by
disincentivising investment in new use cases for Al technology. The UK has had a
fundamental problem over the last two decades in encouraging business
investment. Taxing investment in new technologies feels counterproductive.

These are all valid critiques and increasing taxes on investment in new technology
shouldn’t be taken lightly. But there is a scenario where the benefits of slowing
adoption overrides the negative economic effects that it brings. Al timelines are
uncertain, but if the last 12 months is any indicator of future trends, the pace of
development is frighteningly quick. If these trends continue, and adoption takes
off, we may be facing a pace of societal change which is very difficult to manage
from a public policy perspective.

Shifting the tax burden is not a luddite plan to stop all workers losing their jobs;
we will still need to move to the new equilibrium. But if the transition is happening
at such a pace that huge disruption is caused to the labour market then there is a
case for intervention. HM Treasury should be preparing for this scenario and
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developing a plan to shift labour taxes to capital to slow down automation effects
in that world.

The second rationale for the shift in relative taxation is if we move towards AGI. In
this world, general Al systems will be able to replicate most human activity and
will therefore likely extract most of the economic value. As discussed in the labour
market section of this paper, labour market disruption and job losses will be
significantly scaled if we reach AGI. There will thus be an urgent need for fiscal
power for redistribution through a stronger welfare system designed for a world
where the value of human labour is limited. In this scenario, labour taxes will
become increasingly ineffective ways of revenue raising given the lack of workers.
But capital taxes will need to rise to obtain tax revenue from the corporations
behind General Al systems, which can fund a much wider welfare state.

Recommendation 2.2: The Government should help workers to train in the skills
of tomorrow through more accurate skills forecasting, an expanded retraining
offer, and more STEM qualifications

The Al revolution will lead to a significant change in the nature of work and jobs.
To minimise disruption and ensure the workforce is capable of thriving in an Al
affected world, there are a few areas of skills policy that the Government needs to
consider and where it must devise policy at pace.

Firstly, the Department for Education (DfE) should be researching what generative
Al developments mean for the skills requirements in the 2030s and 2040s.
Predicting the exact skills that will be needed in an Al led future is very difficult,
but there is helpful research being done. For example, a paper by researchers from
Open Al, OpenResearch and University of Pennsylvania "¢ looked at the
implications of GPT models on the US labour market and how exposed different
occupations would be. They found that roles heavily reliant on science and critical
thinking skills showed a negative correlation with exposure, while programming
and writing skills were positively associated.

Without such research, policy is at real risk of falling behind. In recent years, the
Government has often focussed on retraining into software development and
coding. Yet with the advance of generative Al it's unlikely that there will be much
growth for employment in coding in years ahead, and if the Government is not
careful, workers may spend time and money retraining into skills which become
obsolete.

Secondly, the government should improve its retraining offer. This was already

important given the trend in people living longer and having multiple careers, but
will be especially so now given potential labour market disruption. International
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examples show the importance in adult skills systems of having a training
component beyond the early stages of careers and Singapore offers a good
example of a flexible system where adults over the age of 25 can use credits on
training courses at any time they choose.

The Lifelong Loan Entitlement (LLE) is a strong step in this direction but work will
need to be done to ensure there is take-up of the offer. A short course pilot that
the government is running as a live test of demand for the LLE has been
underwhelming. Despite 22 providers offering 103 approved courses for a
potential slice of £2.5m of fee loans, only 12 people had signed up for the first
available start date for the courses, September 2022. That’s 0.11 people per
available course."”

David Latchman, Vice Chancellor at Birkbeck University reflected that part of the
failing of the pilot was the assumption that mature students are like younger
students and there is latent demand if courses get set up with the right offer."
Given the barriers mature students face to retraining, from financial and caring
responsibilities, to social norms, the approach to targeting students must be
different. The government should launch a national campaign alongside the rollout
of the LLE, openly discussing the challenges of automation from Al and disruption,
and build awareness of the importance and necessity of retraining along with
support to help people take up opportunities.

More also needs to be done on retraining within firms. As Onward has previously
argued, the Government should bring in a Retraining Tax Credit to incentivise
firms to retrain their employees." The scheme should mirror the setup of the R&D
Tax Credit and be targeted to enable firms to retrain employees in different skills
to their current roles. This would help reduce the labour market disruption by
keeping workers attached to firms and can also incentivise firms to adopt the new
technologies and adapt to them, rather than trying to hold onto historic business
models which may not remain viable.

Finally, given the importance of Al and technology in our future economy, the
government should be encouraging more people to be studying STEM subjects
and developing the technical ability to work in Al There has been encouraging
progress in recent years with undergraduate numbers for STEM courses
increasing including in areas like engineering which saw an increase of 21% in
course acceptances from 2011 to 2020.'%°
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Figure 18: Number of offers made to study Al at UK universities
Source: UCAS Undergraduate Sector-Level End of Cycle Data Resources, 2020
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Figure 19: Number of offers made to study all subjects in the Computer Sciences
group at UK universities
Source: UCAS Undergraduate Sector-Level End of Cycle Data Resources, 2020
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There is, however, further action that should be taken:

e More can be done to encourage women to enter STEM professions.
Research from PwC found only 27% of female students surveyed would
consider a career in technology and only 5% of leadership positions in the
tech sector are held by women.” The research found that accessible
routes into tech careers such as tailored apprenticeships which the
Government can help incentivise, alongside better visibility of female tech
role models would help.
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e Government should provide better data on the outcome of university
courses. Too many students are studying in courses which won't benefit
them economically, nor the wider economy. Research from the IFS found
that one in five students, about 70,000 each year, are actually losing
money by going to university and a significant driver of this is course
selection.”” There is an information asymmetry market failure here where
students don’t have ready access to clear information about likely future
financial earnings from studying different courses. A Government
interactive dashboard for students applying to university showing the data
of likely salaries by subject chosen, would encourage more students to
pick economically valuable subjects to study, and increase uptake in STEM.

e The supply of STEM courses should be boosted. As a report by the Tony
Blair Institute highlighted, UK universities offer sub optimal numbers of
STEM courses at the elite level. Oxford only offers 32 places for Computer
Science, the same as in 2002. Stanford’s computer-science major offers 36
core classes in Al compared to Imperial who have just one.’”® Government
should use its position to incentivise the creation of more elite courses
including through funding. It should also reduce the time taken for new
courses to be created at universities to ensure that they can adapt at a
faster pace.

Limiting Al safety risks

In order to take advantage of the potential of Al the UK needs to ensure that Al
systems are reliable, secure, and aligned with human values. This is essential for
ensuring the positive consequences of Al, and also presents an opportunity for the
UK to take leadership as part of its Global Britain agenda. By prioritising Al safety
research and developing robust regulatory frameworks, the UK can create a
competitive advantage in the global Al landscape.

Recommendation 3.1: The Government should create a UK Evaluations
Framework to shape how Al systems are built and assessed

Evaluations or benchmarks refer to a set of standardised metrics or tests that are
designed to assess the performance of Al systems, such as generative Al models.
Often, models are trained through reinforcement learning from human feedback
(RLHF) to optimise their performance on these evaluations. However, at present,
there is no universally adopted set of evaluations or benchmarks, and the private
sector lacks the necessary incentives and means to develop comprehensive
standards. Consequently, there is an opportunity for the UK government to take
the lead in this area and establish a national set of benchmarks to evaluate
generative Al models.
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By setting national standards the Government can exert a significant influence on
the performance of Al models worldwide through the training process. This would
enable the UK to help steer global Al research and development in a direction that
ensures Al models are more reliable and better aligned with human values.
Establishing such benchmarks can increase confidence in Al systems and foster a
greater sense of trust and collaboration between countries, industry, and
academia.

Increased confidence in the outputs of Al models, driven by the adoption of
standardised evaluations, can also accelerate the integration of these models into
UK businesses. As a result, firms can take advantage of the enhanced efficiency,
innovation, and decision-making capabilities offered by Al systems, ultimately
boosting productivity and economic growth across the country.

Monitoring the performance of Al models against established evaluations is also
essential for informing future policy. Policymakers could introduce requirements
that Al models being used in critical sectors, such as healthcare, must meet
specific performance benchmarks. This could ensure the safety, reliability, and
ethical deployment of Al systems, while also reinforcing the UK's position as a
global leader in Al safety and innovation

Recommendation 3.2: The Government should monitor and better distribute
compute access

As discussed earlier in this paper, the availability of compute resources plays a
pivotal role in the development of cutting-edge generative Al models. This has led
to a competitive race among firms seeking to acquire increased computational
power. While securing sovereign compute access is crucial for the UK to maintain
its competitive position and promote innovation, it is equally vital to ensure that Al
safety researchers can access these resources to stay current with the latest Al
advancements.

In order to guarantee that Al safety researchers have access to computational
resources similar to those used by state-of-the-art models, the UK government
must first determine the extent of compute resources currently employed by
firms. One possible approach is to introduce reporting obligations for both users
of compute, such as Al labs, and suppliers of compute, including data centre
operators.

The reporting criteria could be established collaboratively and assessed regularly
to concentrate on relevant systems, including state-of-the-art foundational
models. This ensures that it gathers the most useful information while minimising
the impact on private actors. Likewise reporting might draw upon existing
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technical data in its native form, encompassing elements like configuration files
and logs of comprehensive training sessions. This provides the UK government
with the strategic clarity it requires in order to make national compute decisions
while imposing almost no burdens on private firms.

Once the UK government has gathered information on the compute resources
utilised by private firms, it should establish a system that prioritises access to
compute for academics and Al safety researchers. Ensuring that these researchers
can work with an equivalent level of compute as leading models is crucial for
alignment research, which in turn contributes to the reliability and safety of Al
systems.

Currently, too few experts within leading private firms are devoting their time to
alignment: fewer than 100 researchers were employed in this area across the core
AGI labs in 2021, with DeepMind dedicating just 2% of their total headcount and
OpenAl only about 7%."** By working in tandem with state-of-the-art models,
researchers can provide valuable insights that foster greater confidence in Al
systems among businesses. This increased confidence can accelerate the adoption
of transformative technologies, further driving innovation and growth across
various sectors in the UK.

Recommendation 3.3: The Government should create a centralised UK Al

regulator with oversight over foundational Al: the Office for Foundational Models
(OFFOM).

Given the implications of Al across the UK economy and its potential to impact
multiple industries, it is important to regulate Al holistically, rather than just
relying on sector-specific frameworks. A centralised Al regulator, the Office for
Foundational Models (OFFOM), would enable a unified and comprehensive
approach to Al safety as well the use of foundational models in the economy.

Given the abundance of regulators across the economy, there should be a strong
rationale to creating yet another one. With OFFOM, there is. As Al models become
more capable of performing tasks across multiple sectors, their applications
extend beyond the jurisdiction of sector-specific regulators. For example,
ChatGPT can be employed in advertising, drafting legal contracts, and providing
medical advice, demonstrating the need for centralisation. The actual models will
also become increasingly important; not just their commercial applications, as it is
the foundational models which are encoding values and will be driving progress.
Given the scale of these models and their reach, it will be impossible for OFCOM
and other sectoral regulators to keep up.
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OFFOM can also make the UK more attractive internationally for Al development.
A strong foundational model regulator can set clear rules for model development
usage and deployment, reducing legal uncertainty, and making it more likely that
Al labs base themselves in the UK. It can increase adoption of models by firms
through increasing confidence in their performance, leading to higher
productivity benefits. And there is an advantage to creating the regulator quickly,
as other regulators around the world are currently devising their own approaches
to regulating foundational models and they may follow the UK’s principles.

OFFOM will also be important for Al safety. One of the key aspects of Al safety as
discussed above is the monitoring of compute resources, which is essential to the
development of state-of-the-art generative Al models. The policy proposal
emphasises the need for cross-sectoral compute monitoring, as opposed to a
sector-by-sector model. A centralised regulator would be better equipped to
implement and enforce such monitoring, ensuring a consistent and effective
approach to managing the use of compute resources in Al development.

The proposals in the recently published Al white paper included a central function
to support regulators as they develop rules and monitor future risks. This will not
be enough. New foundational models will need regulation, and without a single
regular holding responsibility this will fall through the cracks. If OFFOM is created
it would need to be well funded, given LLM experience is in high demand, and
would need to work closely with sectoral regulators who will still be responsible
for the application of LLMs in their sectors.
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